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Abstract - This research aims to analyze the impact of
gadget usage on eye health using Decision Tree,
Random Forest, and Naive Bayes algorithms. The
increasing use of gadgets in society potentially causes
eye health disorders, specifically Computer Vision
Syndrome (CVS) symptoms that require in-depth
investigation. Data was collected through a survey
questionnaire about gadget usage habits and
respondents’ eye conditions. The OSEMN method was
used to process and analyze data by applying three
classification algorithms. Research findings showed the
Random Forest algorithm provided the best
performance with 73 % accuracy, followed by Naive
Bayes at 65 %, and Decision Tree at 64 %. The study
provides insights into the impact of gadget usage on eye
health and recommendations for maintaining usage
balance to prevent health disruptions.

Keywords - Computer Vision Syndrome; Decision Tree;
Naive Bayes; Random Forest

Abstrak - Penelitian ini bertujuan menganalisis
pengaruh penggunaan gadget terhadap kesehatan
mata menggunakan algoritma Decision Tree, Random
Forest, dan Naive Bayes. Peningkatan penggunaan
gadget di masyarakat berpotensi menimbulkan
gangguan kesehatan mata, yaitu gejala Computer
Vision Syndrome (CVS) yang memerlukan kajian
mendalam. Data diperoleh melalui survei kuesioner
tentang kebiasaan penggunaan gadget dan kondisi
mata responden. Metode OSEMN digunakan untuk
mengolah dan menganalisis data dengan menerapkan
tiga  algoritma  klasifikasi.  Hasil  penelitian
menunjukkan algoritma Random Forest memberikan
performa terbaik dengan akurasi 73 %, diikuti Naive
Bayes 65 %, dan Decision Tree 64 %. Penelitian
memberikan wawasan dampak penggunaan gadget
pada kesehatan mata serta rekomendasi menjaga
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keseimbangan  penggunaan  untuk

gangguan kesehatan.
Kata kunci - Computer Vision Syndrome; Decision Tree;
Naive Bayes; Random Forest

mencegah

. PENDAHULUAN

Penggunaan gadget seperti smartphone, tablet, dan
laptop telah menjadi bagian tak terpisahkan dari aktivitas
sehari-hari  masyarakat modern.  Penggunaannya
memudahkan berbagai aspek kehidupan, namun
penggunaan gadget berlebihan dapat menimbulkan
masalah kesehatan mata[1]. Studi terkini menunjukkan
bahwa paparan berkelanjutan terhadap layar digital dapat
menyebabkan Computer Vision Syndrome (CVS), sebuah
kondisi yang ditandai dengan kelelahan mata digital
dengan gejala kompleks seperti mata kering, ketegangan
mata, dan potensi kerusakan retina[2], [3].

Risiko CVS semakin meluas karena penggunaan
gadget Kini mencakup seluruh rentang usia, dari anak-
anak hingga dewasa[4]. Gejala CVS telah dikategorikan
menjadi empat kelompok utama: astenopia, gangguan
permukaan bola mata, gangguan visual, dan gejala
ekstraokular[5]. Berbagai penelitian telah
mengidentifikasi faktor risiko CVS, termasuk kebiasaan
penggunaan gadget seperti jarak terlalu dekat dengan
layar, pencahayaan yang buruk, serta durasi penggunaan
yang panjang[6]. Faktor lain seperti penggunaan lensa
kontak dan kondisi medis tertentu juga berkontribusi
terhadap peningkatan risiko CVSJ[7].

Penelitian sebelumnya mengungkapkan bahwa
meskipun banyak studi membahas dampak gadget
terhadap kesehatan mata, masih terdapat keterbatasan
dalam pendekatan analisis, khususnya penggunaan
algoritma berbasis machine learning untuk memprediksi
risiko CVS. Penelitian-penelitian sebelumnya sebagian
besar berfokus pada identifikasi gejala dan faktor risiko,
namun belum secara komprehensif menggunakan
metode klasifikasi menggunakan machine learning untuk
memahami pola dan hubungan antara variabel untuk
memprediksi risiko CVS.
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Kesenjangan dalam penelitian sebelumnya terletak
pada minimnya studi yang mengimplementasikan
metode machine learning untuk klasifikasi dan prediksi
gejala CVS. Oleh karena itu, penelitian ini bertujuan
untuk menganalisis faktor-faktor yang berkontribusi
terhadap CVS serta mengevaluasi efektivitas algoritma
Decision Tree, Random Forest, dan Naive Bayes dalam
mengklasifikasikan gejala CVS berdasarkan data yang
diperoleh melalui kuesioner Computer Vision Syndrome
Questionnaire (CVS-Q). Pemilihan instrumen CVS-Q
untuk menilai CVS karena instrumen tersebut telah
terbukti valid dan andal dalam mengukur gejala CVS[8].
Dengan menggunakan pendekatan ini, diharapkan
penelitian dapat memberikan  kontribusi  dalam
pengembangan model prediksi yang lebih akurat untuk
memahami risiko CVS akibat penggunaan gadget secara
berlebihan.

I1. METODE PENELITIAN

Penelitian ini menggunakan metode Obtain, Scrub,
Explore, Model, iNterpret (OSEMN), yang merupakan
kerangka kerja sistematis dalam analisis data[9], [10].
Framework OSEMN mencakup seluruh tahapan analisis
data, mulai dari perolehan data, pembersihan, eksplorasi,
hingga pemodelan dan interpretasi hasil. Pendekatan ini
memastikan pengolahan data yang terstruktur dan
terorganisir dengan baik, sehingga menghasilkan model
yang andal dan valid[10], [11].
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Gambar 1. Framework OSEMNI[11]

A. Obtain

Tahap Obtain dilakukan dengan mengumpulkan data
melalui survei berbasis Google Form yang disebarkan
kepada responden dalam periode tertentu. Metode
pengambilan sampel yang digunakan adalah purposive
sampling, dengan responden yang dipilih berdasarkan
kriteria pengguna gadget aktif[12], [13]. Penelitian
dilaksanakan pada periode 17-18 Desember 2024, dan
mendapatkan 170 data responden yang berhasil
dikumpulkan melalui Google Form. Kuesioner dalam
penelitian ini dirancang secara sistematis dan terdiri dari
empat kategori utama dengan total 38 pertanyaan yang
terbagi dalam beberapa bagian. Bagian pertama adalah
data demografis, mencakup lima pertanyaan yang
mengeksplorasi Kkarakteristik responden, meliputi usia
(dengan enam kelompok: <12, 13-17, 18-24, 25-44, 45-

seperti rabun atau glaukoma, penggunaan alat bantu
penglihatan, dan status aktivitas utama responden.
Bagian kedua fokus pada bidang studi atau pekerjaan,
dengan dua pertanyaan yang menanyakan bidang spesifik
dari 15 kategori yang tersedia serta metode pembelajaran
atau bekerja (offline, online, atau hybrid).

Bagian ketiga kuesioner mendetailkan pola
penggunaan gadget melalui sembilan pertanyaan
komprehensif.  Responden  diminta  memberikan

informasi tentang durasi penggunaan harian, jenis gadget
utama yang digunakan, waktu penggunaan, tujuan
penggunaan, jarak penggunaan layar, posisi saat
menggunakan gadget, kondisi pencahayaan lingkungan,
keberadaan fitur perlindungan mata, dan tingkat
kecerahan layar. Bagian terakhir adalah penilaian gejala
CVS, menggunakan instrumen CVS-Q yang mengukur
16 parameter gejala CVS berdasarkan frekuensi dan
intensitasnya. Kuesioner ini menilai gejala seperti mata
terbakar, mata gatal, sensasi benda asing, mata berair,
berkedip berlebihan, mata merah, mata nyeri, kelopak
mata berat, mata kering, penglihatan kabur, penglihatan
ganda, sensitivitas cahaya meningkat, sulit fokus
penglihatan dekat, halo di sekitar objek, penglihatan
memburuk, dan sakit kepala[14]. Frekuensi gejala dinilai
dengan skala: tidak pernah (0), terkadang (1), dan
sering/selalu (2), sedangkan intensitas dibagi menjadi
sedang (1) dan berat (2). Skor akhir diperoleh dengan
mengalikan nilai frekuensi dan intensitas pada setiap
parameter, jika skor total sama dengan 6 atau lebih,
mengindikasikan adanya CVS[5], [7].

B. Scrub

Tahap scrub merupakan proses pembersihan dan
persiapan data mentah agar dapat diproses, meliputi
standarisasi data kategoris, mapping parameter gejala
menggunakan aturan scoring CVS-Q, dan konversi nilai
numerik. Proses ini bertujuan memastikan data bersih,
terstruktur, dan siap untuk analisis lebih lanjut[9], [11],
[15].

C. Explore

Data yang telah dibersihkan kemudian dianalisis pada
tahap Explore menggunakan Exploratory Data Analysis
(EDA), yang mencakup pemeriksaan properti data,
perhitungan statistik deskriptif, serta visualisasi distribusi
status CVS, pola gejala, serta pola hubungan antara
variabel penggunaan gadget dan gejala CVS[6], [7], [9].

D. Model

Tahap Model bertujuan untuk menganalisis data[9].
Pada tahap ini, data yang telah diproses digunakan untuk
membangun model klasifikasi dengan algoritma
Decision Tree, Random Forest, dan Naive Bayes.
Algoritma Decision Tree dipilih karena kemampuannya
dalam menyederhanakan data kompleks menjadi model
yang mudah diinterpretasikan[16], Random Forest
digunakan  untuk  mengurangi  overfiiting  dan

64, >65 tahun), jenis kelamin, riwayat gangguan mata
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meningkatkan akurasi dengan metode ensemble
learning[17], [18], sementara Naive Bayes diterapkan

karena efisiensinya dalam  klasifikasi  berbasis
probabilitas[18], [19]. Untuk menangani
ketidakseimbangan data, Synthetic Minority

Oversampling TEchnique (SMOTE) digunakan dalam
proses pemodelan[20]. Validasi model dilakukan
menggunakan metode K-Fold Cross Validation untuk
mengukur performa model dengan membagi dataset
menjadi 5 fold pelatihan dan validasi secara acak[21].

E. iNterpret

Tahap terakhir, iNterpret bertujuan untuk menyajikan
hasil analisis data secara jelas dan objektif[9]. Pada tahap
ini, evaluasi hasil Kklasifikasi dilakukan dengan
menggunakan Confusion Matrix yang membandingkan
label prediksi dengan label aktual. Confusion Matrix
terdiri dari empat komponen: True Positive (TP) dan
True Negative (TN) yang menunjukkan jumlah prediksi
benar untuk kasus positif dan negatif, serta False Positive
(FP) dan False Negative (FN) yang menunjukkan jumlah
prediksi salah[22]. Evaluasi juga menggunakan
Classification Report. Evaluasi ini melibatkan metrik
Accuracy untuk mengukur persentase prediksi yang
benar terhadap total data[23], Precision untuk
menunjukkan rasio prediksi positif yang benar
dibandingkan dengan total prediksi positif[11], Recall
untuk mengukur sejauh mana model mampu mengenali
dan mengklasifikasikan dengan benar kasus-kasus yang
sebenarnya positif[24], dan F1-Score sebagai rata-rata
harmonis antara Precision dan Recall untuk dataset tidak
seimbang[23]. Evaluasi kinerja model dilakukan untuk
menilai kinerja model dalam mengidentifikasi hubungan
antara faktor-faktor penyebab CVS dan gejala CVS.

Selain itu, pada tahap iNterpret metode Feature
Importance diterapkan untuk Decision Tree dan Random
Forest, sedangkan Mutual Information diterapkan untuk
Naive Bayes yang bertujuan untuk mengukur kontribusi
masing-masing variabel dalam proses klasifikasi[25].
Interpretasi  hasil penelitian ini  bertujuan untuk
memberikan wawasan yang mendalam mengenai
dampak pola penggunaan gadget terhadap risiko CVS.

I11. HASIL DAN PEMBAHASAN

Penelitian ini mengungkapkan beberapa temuan
penting tentang pola penggunaan gadget dan dampaknya
terhadap CVS yang akan dibahas sesuai urutan
framework OSEMN.

A. Obtain

Dari pengumpulan data menggunakan kuesioner,
analisis karakter dari 170 responden berdasarkan
distribusi hasil pengumpulan data adalah mayoritas
responden berasal dari kelompok usia 18-24 tahun
dengan jumlah lebih dari 60 responden, yaitu adalah
umur-umur mahasiswa atau pekerja muda, kemudian
diikuti kelompok usia 25-44 tahun dan 45-64 tahun.

Partisipasi dari kelompok usia 13-17 tahun dan <12 tahun
sangat rendah.

Distribusi Usia Responden
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Gambar 2. Distribusi Usia

Pendidikan menjadi kategori bidang dengan jumlah
responden tertinggi, disusul Teknologi & IT serta Bisnis
& Keuangan. Bidang MIPA, Pariwisata, dan lImu Sosial
memiliki keterlibatan lebih sedikit, menunjukkan survei
lebih tersebar kepada responden pada bidang pendidikan
dan teknologi.

Pendidikan
Teknologi & IT
Bisnis & Keuangan

Kesehatan

Industri &
Manufaktur

Pemerintahan
Teknik & Konstruksi
Hukum

Ekonomi

lImu Sosial
Pariwisata

MIPA

15 30 45 60

0
Gambar 3. Distribusi Bidang

Distribusi jenis kelamin menunjukkan bahwa jumlah
perempuan lebih dominan, yaitu sebanyak 105 orang,
dibandingkan laki-laki yang hanya 65 orang. Sementara
itu, distribusi data riwayat gangguan mata dengan jumlah
responden yang memiliki riwayat gangguan mata ("'Ya")
sebanyak 85 orang, sama dengan jumlah responden yang
tidak memiliki riwayat gangguan mata ("Tidak™), yaitu
85 orang. Distribusi ini menunjukkan keseimbangan
antara kedua kategori.

Distribusi Jenis Kelamin Riwayat Gangguan Mata

O,

mYa m Tidak

105,
M Perempuan m Lak

Gambar 4. Distribusi Jenis Kelamin dan Riwayat
Gangguan Mata
Distribusi waktu penggunaan gadget didominasi oleh
waktu "Siang", diikuti kombinasi waktu "Pagi, Siang,
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Sore, Malam" serta waktu "Malam" secara individu. Pola
ini mengindikasikan aktivitas gadget lebih intensif saat
siang hingga malam, dengan frekuensi yang menurun
pada waktu tertentu seperti dini hari. Hal ini
mencerminkan kebiasaan pengguna yang lebih aktif
menggunakan gadget di waktu yang lebih produktif atau
santai, sementara penggunaan pada dini hari lebih jarang
terjadi.

Distribusi Waktu Penggunaan Gadget
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Gambar 5. Waktu Penggunaan Gadget

Grafik distribusi jenis gadget yang digunakan dan
tujuannya, menunjukkan bahwa smartphone menjadi
perangkat yang paling dominan, digunakan oleh 137
orang, diikuti oleh laptop (17 orang), komputer desktop
(14 orang), dan tablet (2 orang). Hal ini menunjukkan
bahwa smartphone adalah pilihan utama karena
fleksibilitas dan kemampuannya memenuhi berbagai
kebutuhan pengguna.

Jenis Gadget yang Digunakan

M Smartphone m Laptop

Gambar 6. Distribusi Jenis Gadget

Grafik tujuan penggunaan gadget menunjukkan
responden paling sering menggunakan gadget untuk
bekerja atau belajar (80 orang), diikuti oleh komunikasi,
hiburan, dan bermain dengan jumlah yang lebih kecil.
Hal ini menegaskan bahwa kebutuhan produktivitas
menjadi prioritas utama, sementara komunikasi dan
rekreasi menjadi fungsi tambahan dalam penggunaan
gadget.

Tujuan Penggunaan Gadget
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Gambar 7. Distribusi Tujuan Penggunaan Gadget

Berdasarkan visualisasi frekuensi gejala, mata kabur
(gejala 10) terlihat paling tinggi (38 responden),
sedangkan mata terbakar (gejala 1) paling rendah (7
responden). Pada "Terkadang," kelopak mata berat
(gejala 8) paling banyak (99 responden), namun berkedip
berlebihan (gejala 5) paling sedikit (52 responden).
Kategori jawaban "Tidak Pernah," halo di sekitar objek
(gejala 14) paling banyak (118 responden), sedangkan
kelopak mata berat (gejala 8) paling sedikit (53
responden). Gejala visual seperti mata kabur dan kelopak
mata berat paling umum.

Distrious: Fekuansi ejals Vs

0
-

F A A S S S S A

Gambar 8. Distribusi Gejala CVS

Visualisasi intensitas menunjukkan mata kabur
paling banyak diisi dengan kategori "Berat" (22
responden), sedangkan pada kategori kelopak mata berat
paling tinggi di antara intensitas parameter yang lain
adalah kategori "Sedang" (105 responden). Pada
parameter mata kemerahan tidak ada responden yang
mengisi kategori "Berat". Adapun pada parameter sensasi
benda asing adalah paling rendah pada kategori ""Sedang"
(78 responden) di banding parameter intensitas yang lain.
Secara umum, kategori jawaban "Sedang" lebih dominan
dari "Berat."”

o -+ -
N SF S8 P A A A
PV AV A A A A AV S O & O &5 &5 O

Gambar 9. Distribusi Intensitas CVS

&

B. Scrub

Hasil mapping menunjukkan bahwa nilai frekuensi
dan intensitas semua parameter berhasil dikonversi ke
bentuk numerik sesuai skema yang ditetapkan. Kategori
"Tidak pernah, Terkadang, dan Sering" pada parameter
gejala berhasil dipetakan menjadi nilai numerik 0, 1, dan
2. Sedangkan kategori yang "kosong, Sedang, dan Berat"
pada parameter intensitas juga sudah dipetakan menjadi
nilai numerik 0, 1, dan 2.
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Tabel 1. Mapping Skor CVS

Parameter Kategori Jawaban Nilai
Numerik
Frekuensi Tidak Pernah 0
Terkadang 1
Sering 2
Intensitas Kosong 0
Gejala Sedang 1
Berat 2

Kolom Skor Total CVS dan CVS_Status, juga
berhasil ditambahkan ke dataset untuk mendukung
analisa lebih lanjut. Kolom CVS status dengan nilai 1
menunjukkan CVS dan nilai 0 menunjukkan tidak CVS.

C. Explore

Distribusi status CVS menunjukkan berapa banyak
responden yang memiliki gejala CVS dan yang tidak
memiliki gejala CVS. Angka 0 menunjukkan tidak CVS,
dan angka 1 menunjukkan CVS. Visualisasi di atas
menunjukkan perbedaan yang sangat jauh antara
responden yang CVS dengan yang tidak CVS, dengan
jumlah 126 responden CVS, dan hanya 44 responden
yang tidak CVS. Data responden yang CVS dengan yang
tidak CVS sangat timpang, yang berarti data tidak
seimbang. Sebelum melakukan permodelan, akan
dilakukan penyeimbangan data agar tidak mempengaruhi
hasil permodelan mengklasifikasikan kategori.

Distribusi Status CVS

o 1
€Vs_Status

Gambar 10. Distribusi Status CVS

Distribusi  skor total CVS dieksplorasi untuk
mengetahui total rata-rata skor responden yang
menyebabkan lebih banyak data responden CVS

daripada yang tidak CVS. Selain itu, juga melihat gejala
apa yang paling banyak dialami oleh responden.
Distribusi skor total CVS menunjukkan bahwa rata-rata
skor berada di angka 10.74 dengan median 9.0, modus 9,
dan standar deviasi 7.55, padahal skor >6 sudah termasuk
CVS. Sebagian besar responden memiliki skor di sekitar
nilai median dan modus, menunjukkan distribusi yang
cenderung terpusat pada rentang menengah. Namun,
adanya standar deviasi yang cukup tinggi
mengindikasikan bahwa skor bervariasi secara
signifikan, dengan beberapa responden memiliki skor
yang jauh lebih tinggi atau lebih rendah dari rata-rata.

Distribusi Skor Total CVS

--- Rata-ata: 10.74
—=- Median; .0

10

skor Total VS

Gambar 11. Distribusi Skor Total CVS

Gejala yang paling sering muncul adalah penglihatan
kabur (Gejala 10) dengan frekuensi 149 kali, diikuti oleh
kelopak mata terasa berat (Gejala 8) sebanyak 135 kali,
sulit fokus pada objek dekat (Gejala 13) dan persepsi
penglihatan memburuk (Gejala 15), masing-masing 129
kali. Sebaliknya, gejala yang paling jarang adalah halo di
sekitar objek (Gejala 14) dengan hanya 58 kali. Pola ini
menunjukkan beberapa gejala lebih sering dirasakan
responden dan bisa menjadi indikasi awal CVS.

Gejala yang Paling Sering Muncul

Gejala 10
Gejala 8
Gejala 13
Gejala 15
Gejala 16
Gejala 2
Gejala 4

& Gejala b
& Gejala1
Gejala 9
Gejala 12
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Gejala 5
Gejala 11

Gejala 7

Gejala 14

0 0 40 &0 80 100 120 140
Frekues

Gambar 12. Gejala yang Paling Sering Muncul

Hasil analisis menunjukkan bahwa frekuensi gejala
tidak selalu sebanding dengan intensitasnya. Misalnya,
penglihatan kabur (Gejala 10) memiliki frekuensi
tertinggi, 149, dengan intensitas 133, sedangkan persepsi
penglihatan memburuk (Gejala 15) memiliki frekuensi
129 dengan intensitas 119. Ini menunjukkan bahwa
sering munculnya gejala tidak selalu berarti intensitasnya
tinggi. Namun, beberapa gejala seperti mata nyeri
(Gejala 7) dan mata terbakar (Gejala 1) memiliki
frekuensi serta intensitas yang hampir seimbang,
menunjukkan hubungan lebih proporsional.

Perbandingan Gejala dan Intensitas

Total Intansitas
3

Gambar 13. Perbandingan Gejala dan Intensitas
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Korelasi antar gejala menunjukkan hubungan positif
yang bervariasi. Beberapa pasangan gejala memiliki
korelasi kuat, seperti penglihatan kabur (Gejala 10) dan
persepsi penglihatan memburuk (Gejala 15) dengan r =
0.56, yang menunjukkan keduanya sering muncul
bersamaan. Sebaliknya, korelasi rendah atau mendekati
nol, seperti berkedip berlebihan (Gejala 5) dan
penglihatan ganda (Gejala 11) dengan r = 0.05,
menunjukkan bahwa keduanya cenderung muncul secara
independen atau tidak memiliki hubungan signifikan.
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Hasil analisis outlier pada skor CVS menunjukkan
beberapa data memiliki skor yang jauh lebih tinggi dari
rata-rata, seperti responden dengan skor 41, 36, dan 33.
Semua data ini memiliki status CVS positif (1),
mengindikasikan bahwa outlier yang ada cenderung
berkaitan dengan kondisi CVS positif.

Outlier Analysis of CVS Scores

=== Upper Bound
=== Lower Bound

0 0 0 0 0
skar Total C¥s

Gambar 15. Outlier Skor CVS
D. Model

Pada tahap ini, model machine learning diolah
menggunakan tiga algoritma, yaitu Decision Tree,
Random Forest, dan Naive Bayes, dengan tujuan
membandingkan performa masing-masing model dan
menentukan metode yang memberikan hasil paling
optimal. 3. Dataset dibagi 50:50 menjadi data
training dan testing, karena rasio perbandingan tersebut
menghasilkan performa terbaik untuk ketiga algoritma
pada kasus ini dibanding rasio perbandingan yang lain.

Distribusi kelas pada label CVS_Status menunjukkan
ketidakseimbangan dengan 44 sampel kelas 0 dan 126

sampel kelas 1. Ketidakseimbangan ini berpotensi
menyebabkan model menjadi bias terhadap kelas
mayoritas, sehingga prediksi menjadi kurang akurat
untuk kelas minoritas. Setelah penerapan SMOTE,
distribusi kelas menjadi seimbang dengan masing-
masing kelas memiliki 126 sampel, sehingga model dapat
belajar secara lebih adil dan tidak hanya mengutamakan
kelas mayoritas dalam proses klasifikasi. SMOTE hanya
diterapkan pada data training, sementara data testing
dibiarkan dalam bentuk aslinya agar tetap representatif
terhadap jumlah data sebenarnya.

Class Distribution Before and After SMOTE

original 126 126 126

After SMOTE

Number of Samples

No Cvs (0] s

dass

Gambar 16. Perbandingan Distribusi kelas dengan
SMOTE

Pada tahap pemodelan, cross-validation diterapkan
untuk mengevaluasi konsistensi performa model. Hasil
validasi silang menunjukkan bahwa Decision Tree
memiliki performa terbaik dengan skor rata-rata 0.712,
Random Forest memiliki skor rata-rata 0.706 dengan
variabilitas lebih kecil. Sedangkan Naive Bayes
menunjukkan hasil paling rendah dengan skor rata-rata
0.406, menandakan bahwa metode ini kurang sesuai
untuk dataset yang digunakan. Hasil ini mengindikasikan
bahwa model Decision Tree dan Random Forest lebih
dapat diandalkan dalam mengklasifikasikan status CVS
berdasarkan data yang telah diproses dengan SMOTE.

Mean Cross-Validation Scores with Standard Deviation
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Gambar 17. Cross-Validation 3 Algoritma

Setiap model dilatih menggunakan data training yang
telah melalui proses SMOTE untuk mengatasi
ketidakseimbangan kelas. Setelah pelatihan selesai,
model dievaluasi menggunakan data testing tanpa proses
SMOTE sehingga evaluasi dilakukan pada data dengan
distribusi asli. Selain itu, untuk mengukur kinerja model
secara keseluruhan, dilakukan proses cross-validation
pada dataset lengkap sebelum model dilatih, guna
memastikan kestabilan dan generalisasi model terhadap
berbagai subset data.
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E. iNterpret

Tabel berikut menunjukkan perbandingan hasil
confusion matrix dari ketiga model:

Tabel 2. Confusion Matrix

Decision Random Naive
Tree Forest Bayes
True Negative 4 4 9
(TN)
False Positive 16 16 11
(FP)
False Negative 15 7 19
(FN)
True Positive 50 58 46
(TP)

Dari tabel di atas, Random Forest menunjukkan
performa terbaik dengan FN yang paling sedikit (7 kasus)
dan TP tertinggi (58 kasus), yang berarti model ini paling
mampu mengenali kasus positif CVS dengan baik
dibandingkan Decision Tree dan Naive Bayes.
Sedangkan hasil classification report untuk ketiga model
dapat dirangkum dalam tabel berikut:

Tabel 3. Classification Report

Model- Class Metric Score
Accuracy

Decision Tree Non Precision 0.21
(64 %) CVS(0)

Recall 0.20

F1-Score 0.21

CVvs(1) Precision 0.76

Recall 0.77

F1-Score 0.76

Random Forest Non Precision 0.36
(73 %) CVS(0)

Recall 0.20

F1-Score 0.26

CVS(1) Precision 0.78

Recall 0.89

F1-Score 0.83

Naive Bayes Non Precision  0.32
(65 %) CVS(0)

Recall 0.45

F1-Score 0.38

CVSs(1) Precision 0.81

Recall 0.71

F1-Score 0.75

Analisis perbandingan model menunjukkan bahwa
Random Forest memberikan performa terbaik dengan
akurasi 0.73, diikuti oleh Naive Bayes (0.65) dan
Decision Tree (0.64). Random Forest unggul dalam

mendeteksi kasus CVS positif dengan recall 0.89,
menunjukkan kemampuannya menangkap mayoritas
kasus CVS yang ada. Keunggulan ini diperkuat dengan
f1-score terbaik (0.83) yang menunjukkan keseimbangan
optimal antara precision dan recall.

Naive Bayes memiliki akurasi keseluruhan yang lebih
rendah dari Random Forest, tetapi menunjukkan
keseimbangan yang lebih baik dalam mendeteksi kasus
non-CVS dengan recall 0.45, jauh lebih tinggi
dibandingkan kedua model lainnya yang hanya mencapai
0.20. Hal ini menunjukkan Naive Bayes lebih sensitif
dalam mengenali kasus negatif.

Decision Tree, walaupun memiliki akurasi terendah,
menunjukkan performa yang konsisten antara precision
dan recall untuk kasus CVS positif (0.76 dan 0.77). Jika
mempertimbangkan kompleksitas model dan kecepatan
pemrosesan, Decision Tree bisa menjadi alternatif yang
layak karena memiliki recall yang lebih baik dari Naive
Bayes untuk kasus CVS, meski dengan accuracy yang
sedikit lebih rendah.

Random Forest merupakan model terbaik untuk
untuk menangkap kasus CVS, fl-score terbaik untuk
keseimbangan precision-recall, dan accuracy tertinggi
untuk performa keseluruhan. Namun, jika diperlukan
keseimbangan yang lebih baik dalam mendeteksi kasus
non-CVS, Naive Bayes bisa menjadi alternatif yang layak
dipertimbangkan.

Setelah melihat evaluasi metrik dari pengolahan data,
hal yang perlu diketahui berikutnya adalah fitur-fitur
yang mempengaruhi hasil evaluasi metrik data. Terdapat
10 fitur terpenting yang mempengaruhi hasil evaluasi
metrik tiga model machine learning yang menunjukkan
bahwa setiap model memberikan bobot kepentingan yang
berbeda untuk masing-masing fitur.

Fitur "Perlindungan mata_Mengatur kecerahan layar
secara manual" mendapat perhatian tinggi dari model
Decision Tree dan Random Forest dengan skor
normalisasi masing-masing 0.67 dan 1.0. "Jarak
gadget_30-50 cm" menjadi fitur terpenting menurut
Decision Tree dengan skor 1.0, sementara memiliki
pengaruh sedang pada Random Forest (0.69) dan relatif
rendah pada Naive Bayes (0.14).

Fitur "Gangguan mata_Tidak" mendapat skor
tertinggi dari Naive Bayes (1.0) dan cukup tinggi pada
Random Forest (0.79), namun tidak dianggap signifikan
oleh Decision Tree. "Kecerahan layar_Sedang (26-50%)"
juga menunjukkan variasi penilaian yang signifikan,
dengan Naive Bayes memberikan bobot tinggi (0.94)
sementara Decision Tree dan Random Forest
memberikan bobot yang lebih rendah.

Fitur-fitur lain seperti "Posisi_Duduk dengan posisi
layar lebih rendah dari mata”, "Bidang_Teknologi & IT",
dan "Pemakaian gadget_L ebih dari 6 jam" menunjukkan
tingkat kepentingan menengah hingga rendah di berbagai
model, mengindikasikan bahwa faktor-faktor ini
memiliki pengaruh moderat terhadap CVS. Variasi skor
kepentingan antar model menunjukkan bahwa setiap
algoritma memiliki cara berbeda dalam mengevaluasi
pentingnya suatu fitur, yang mempengaruhi hasil
evaluasi metrik.
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Gambar 18. Feature Importance

1V. KESIMPULAN

Berdasarkan hasil penelitian yang telah dilakukan,
penggunaan gadget terbukti memiliki pengaruh
signifikan terhadap munculnya gejala CVS. Hal ini
ditunjukkan oleh 74% responden yang mengalami gejala
CVS dengan skor rata-rata 10.74. Gejala yang paling
sering dialami meliputi penglihatan kabur, kelopak mata
terasa berat, dan kesulitan fokus pada objek dekat.
Mayoritas responden menggunakan smartphone dengan
durasi pemakaian lebih dari 6 jam per hari, terutama
untuk keperluan bekerja atau belajar.

Dalam analisis faktor risiko, pengaturan kecerahan
layar secara manual dan jarak penggunaan gadget 30-50
cm menjadi faktor yang paling berpengaruh pada
machine learning. Selain itu, tidak adanya riwayat
gangguan mata sebelumnya dan penggunaan kecerahan
layar sedang (26-50%) juga merupakan fitur yang
berperan pada machine learning. Faktor demografis dan
perilaku penggunaan gadget seperti posisi duduk, bidang
pekerjaan, dan durasi pemakaian menunjukkan tingkat
kepentingan menengah hingga rendah pada ketiga model
machine learning.

Evaluasi performa model menunjukkan bahwa
Random Forest memiliki performa terbaik dengan
akurasi 73%, recall 89%, dan F1-score 0.83 untuk kasus
CVS positif. Sementara itu, Decision Tree mencapai
akurasi 64% dengan keseimbangan antara precision dan
recall, sedangkan Naive Bayes memiliki akurasi 65% dan
lebih unggul dalam mendeteksi kasus non-CVS. Selain
itu, penerapan SMOTE terbukti efektif dalam mengatasi
ketidakseimbangan data dan meningkatkan performa
model.

Sebagai pengembangan lebih lanjut, penelitian ini
dapat ditingkatkan dengan memperbesar ukuran sampel,
mengeksplorasi algoritma machine learning lain, serta
menambahkan variabel penelitian seperti kondisi
lingkungan dan pola istirahat guna memperoleh hasil
yang lebih komprehensif.ini.
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